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From: Steiner, Cyntia

To: Nixon, Donald

Cc: Lawrence, Kathryn

Subject: FW: Valero Benicia event reports, FYI
Date: Tuesday, August 22, 2017 2:39:59 PM
Attachments: Valero-Benicia-HFI-16-08-17.msq

Valero-Benicia-90-day Release Event Report-11-08-17.msq

From: Basinger, David

Sent: Tuesday, August 22, 2017 11:24 AM

To: Mintz, Tom <Mintz.Tom@epa.gov>

Cc: Chew, Andrew <Chew.Andrew@epa.gov>; Steiner, Cyntia <Steiner.Cyntia@epa.gov>
Subject: Valero Benicia event reports, FYI
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Valero-Benicia-HFI-16-08-17


			From


			Jordan Farber


			To


			Chew, Andrew; Basinger, David


			Cc


			Dan Roper; Gairola, Sounjay; Dykes, Teresa; Burke, Shaun


			Recipients


			Chew.Andrew@epa.gov; Basinger.David@epa.gov; dan.roper@erg.com; Gairola.Sounjay@epa.gov; Dykes.Teresa@epa.gov; Burke.Shaun@epa.gov









Attached please find the following for your review:





 





Deliverable Title: Hydrocarbon Flaring Incident Report (occurred 06/18/17~06/19/17)





Deliverable Date: August 16, 2017





Refinery: Valero-Benicia





Marquee Issue: Flaring 





 





Nature of Review: EPA review only.





 





EPA Review and Turnaround Time: NA





Total Review Time (per CD): NA





Due Date for National Expert/Regional Contact to provide comments to Headquarters: NA





Due Date for Headquarters to submit written response to refinery: NA





 





Completeness Review Conducted by Matrix





Matrix conducted a review of the attached document for completeness purposes only.  This review included the following:





•             Timely submittal of document (per requirements of CD)





•             Document included basic elements set forth in CD





•             Completeness of document (i.e. no pages missing)





 





Attached document appears to contain all requirements set forth in the CD.
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’ Don Wilson
Vice President and
General Manager

VALERO
Certified Mail # 7011 1150 0001 2589 5044

August 16, 2017

United States, et.al. v. Valero, et.al.
Civil Action No. SA-05-CA-0569
June 18-19, 2017 Flaring Event
Final Report

Director

Air Enforcement Division (2242A)

Office of Enforcement and Compliance Assurance
U.S. Environmental Protection Agency

1200 Pennsylvania Avenue, N.W.

Washington, D.C. 20460

To Whom It May Concern:

Paragraph 242 of the Consent Decree between the United States and Valero requires
the submission of a report within 60 days following the end of a flaring incident. The
attached report fulfills this obligation for a June 18-19, 2017 flaring incident that
occurred at the Valero Benicia Refinery.

Please contact Olivia Day at (707) 745-7361 if you have any questions regarding this
report.

Sincerely,

Pt WL

Donald C. Wilson
Vice President & General Manager

DCWI/OID/tac
Enclosure

cc: Director, Air Division (AIR-1), Jordan.Deborah@EPA.gov
Attn: Chief, Air Enforcement Office
U. S. Environmental Protection Agency, Region 9
75 Hawthorne Street
San Francisco, CA 94105
Certified Mail # 7011 1150 0001 2589 5051

Benicia Refinery - Valero Refining Company - California
Documenl#2566%400 East Second Street « Benicig, Cu|.|Formc: 94510-1097 « Telephone (707) 745-7011
don.wilson@valero.com









Root Cause Failure Analysis Impact Incident Number: 182984, 182835

The information contained below satisfies the requirements of the Valero Consent Decree XI1.D.242

Refinery: Benicia
Incident Type: Hydrocarbon Flaring Due Date:  8/18/2017 .
Combustion Source: North and South Flare Final

Previous Dates and Reports:

(1.) The date and time that the Incident started and ended:
Times: 1 2 3

[E=Y
I
=2
1~2

Start/End Date:| 6/18/2017 | 6/19/2017

From:| 1:00 PM 12:00 AM

To:| 11:59 PM 4:07 AM

Total (Hrs): 11.0 4.1

After submittal of the Compliance Plan for Flaring Devices specified in 237, was the Incident attributable to the combustion of
a stream(s) of Continuous or Intermittent Routinely-Generated Fuel Gases covered in the plan?
NA  (Yes/No/NA) If yes, it is not necessary to complete Sections 2-9.

If the flared gas contains less than 162 ppm H2S, it is not necessary to complete Sections 2-9.

(2.) Estimate of the quantity of SO2 that was emitted:

Average Flowrate, dscth (FR) (FR) 127,419 Std. Temp: 68 deg.
Total Duration, hours (TD) 15.1
Avg. Vol. Frac. Total Sulfur, scf/scf (ConcTS) 0.025849
Tons of SO, = 4.1

Tons of SO2 = [FR][TD][ConcTS][8.31 x 10]
Tons of SO2 = [127419][15.1][0.025849][8.31 x 10-5]

Include explanation of basis for any estimates of missing data points (257):
The average flow rate and concentration of total sulfur are based on flare flow meter values and total sulfur CEMS.

-(3.} The steps taken to limit the duration and/or quantity of SO, emissions associated with the Incident:
A. Control House monitoring by Operators
B. Operations followed prepared startup procedures. These procedures are intended to minimize flaring and ensure the safety of
personnel and equipment. There was no upset or malfunction involved in startup.
Did the incident result from temporarily bypassing a flare gas recovery system for safety or maintenance reasons?
No (Yes/No) If yes, it is not necessary to complete sections 3 or 5-9.
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Root Cause Failure Analysis Impact Incident Number: 182984, 182835
(4.) Detailed analysis that set forth the Root Cause of the Incident, to the extent determinable:

The primary cause of the flaring event from June 18-19, 2017, was the startup of the Hydrocracker Unit (HCU) after the failure of
a packing bolt on 4MV616 caused the unit to shutdown on June 13, 2017. The packing bolt failed due to a loss of thread dimension
caused by corrision.
Was the incident attributable to the SU/SD of a unit in which a similar Incident was previously analyzed for corrective action?
No (Yes/No) If yes, it is not necessary to complete Sections 5-9 if the corrective action is
identified.

Has a commitment been made in the Compliance Plan for Flaring Devices to process this stream in a planned flare gas recovery system that
would have reduced the SO2 emissions for this incident to less than 500 Ibs in a 24 hour period?
No (Yes/No) If yes, it is not necessary to complete Sections 5-9.

(5.) Analysis of the measures, if any, that are reasonably available to reduce the likelihood of a recurrence of the Incident including cost and
effectiveness of changes in design, operation, and maintenance.

A. Replace all eyebolts, nuts, and packing on 4MV616 with new parts.

B. Perform visual inspection of all eyebolts and nuts on the three other hot gas bypass valves, dMV614, 4MV615, and 4dMV617,
and all hot gas isolation valves.

C. Send the failed packing eyebolt and nut out for metallurgical evaluation.

D. Perform visual inspection on hot gas bypass valves' eyebolts and nuts for vibration.

E. Consider performing visual inspections on existing pressure-seal valves in the hot hydrogen circuit, and include evaluating the
servicing of these valves in the next HCU turnaround.

F. Consider developing a maintenance/inspection practice specifically for pressure-seal valves in the hot hydrogen circuit.

(6.) Description of corrective action(s) or explanation of why corrective action(s) are not required:
Is corrective action required? Yes (Yes/No)
A. Following the incident, all eyebolts, nuts, and packing were replaced on 4MV616 with new parts, and the rest of the valve was
inspected and found to be in good condition.
B. The three other hot gas bypass valves and eight hot gas isolation valves were inspected, and packing, nuts, and bolts were
replaced when needed.
C. The failed packing eyebolt and nut were sent out for metallurgical evaluation
D. A visual inspection on the hot gas bypass valves' eyebolts and nuts for vibration has been performed weekly and will continue
for two months.
E. Visual inspections will be performed on pressure-seal valves in the hot hydrogen circuit, and these valves will be evaluated
prior to the next turnaround and serviced if needed.
F. A maintenance practice will be developed specifically for inspecting pressure-seal valves in the hot hydrogen circuit.
If corrective action(s) are not complete, what is the proposed schedule?

Start Date: Completion Date:

(7.) Stipulated Penalty Analysis: NOT APPLICABLE

(8.) The investigation of causes and/or possible corrective actions still are underway 60 days after the end of the incident so an extension is
being requested (up to 60 days typically). Input a date only for initial and follow-up reports.

No (Yes/No) The followup report shall be submitted by:

Alternatively, HC Flaring RCFA reports may be submitted as part of Semi-annual Progress Reports (243).

(9.) Is(are) the completion of the implementation of corrective action(s) finalized at this time?

Yes (Yes/No/NA) If no, a corrective action completion report is required within 30 days of completion.

Certification (261)

“I certify under penalty of law that I have personally examined and am familiar with the information submitted herein and that I have made
a diligent inquiry of those individuals immediately responsible for obtaining the information and that to the best of my knowledge and
belief, the information submitted herewith is true, accurate, and complete. I am aware that there are significant penalties for submitting
false information, including the possibility of fine and imprisonment.”

Signed: Q‘/I{;/I 7 Date: .D')n ,,,;4( - L‘/’:L

Name: Donald C. Wilson Title: Vi€e President and General Manager

Submit copies to EPA, the applicable EPA regional office (242), and the applicable state agency (376).

NOTE: Prior to the NSPS compliance date for flaring devices, a single RCFA report may be prepared for HC Flaring Incidents with root
causes that routinely reoccur provided EPA and the appropriate Plaintiff-Intervener have been given prior notification. (244)
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			From


			Jordan Farber


			To


			Foley, Patrick; Burke, Shaun; Chew, Andrew; Basinger, David; Garing, Ken


			Cc


			Dykes, Teresa; Dan Roper; Gairola, Sounjay


			Recipients


			Foley.Patrick@epa.gov; Burke.Shaun@epa.gov; Chew.Andrew@epa.gov; Basinger.David@epa.gov; Garing.Ken@epa.gov; Dykes.Teresa@epa.gov; dan.roper@erg.com; Gairola.Sounjay@epa.gov









Attached please find the following for your review:





 





Deliverable Title: 90-day Release Event Report





Deliverable Date: August 11, 2017





Refinery: Valero – Benicia





Marquee Issue: Recordkeeping





 





Nature of Review: EPA review only.





 





EPA Review and Turnaround Time: NA





Total Review Time (per CD): NA





Due Date for National Expert/Regional Contact to provide comments to Headquarters: NA





Due Date for Headquarters to submit written response to refinery: NA





 





Completeness Review Conducted by Matrix





Matrix conducted a review of the attached document for completeness purposes only.  This review included the following:





•             Timely submittal of document (per requirements of CD)





•             Document included basic elements set forth in CD





•             Completeness of document (i.e. no pages missing)





 





Attached document appears to contain all requirements set forth in the CD.
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VALERO

Benicia Refinery . Valero Refining Company - California
3400 East Second Street « Benicia, California 94510-1097 « Telephone (707) 745-7011 « Facsimile (707) 745-7339

Certified Mail # 7011 1150 0001 2589 4931
August 11, 2017

90-day Release Event Report
Fuels Refinery B2626, Episode ID #07D38

Mr. Wayne Kino

Director of Compliance and Enforcement
Bay Area Air Quality Management District
375 Beale Street, Suite 600

San Francisco, CA 94105

Dear Mr. Kino:

Pursuant to BAAQMD Regulation 8, Rule 28-304.1, a 90-day report is enclosed for
Episode ID #07D38.

Background

On May 5, 2017, the Valero Benicia Refinery experienced a sudden, immediate, and total
loss of PG&E 230 kV power that resulted in the immediate and unplanned shutdown of
the entire refinery. The Coker Unit was cleared, Coker unit equipment was checked and
equipment was repaired where necessary. In preparation of the eventual refinery startup,
a minimal feed rate was introduced into the unit on May 11, 2017. On May 15, the Coker
Unit experienced a sudden and immediate pressure event which caused the Coker
scrubber overhead safety valves (SV903's A-E) to lift to atmosphere. Operations
conducted an emergency shutdown of the Coker and the valves reseated.

Valero immediately reported the incident (BAAQMD Incident Report No. 07D38),
submitted the required 30-day report and hereby submits the required 90-day report.

Please note that the attached report contains information that the Valero Refinery
considers to be trade secret and confidential business information (CBI) as defined by the
California Public Records Act, Government Code § 6254.7 et seq., and the Freedom of
Information Act, 40 CFR Part 2 (40 CFR § 2.105(a)(4)), 5 USC 552(b)(4), and 18 USC
1905. Because of the sensitive and competitive nature of this information, the Valero

Document # 25631









Mr. Wayne Kino, BAAQMD
August 11, 2017
Page 2

Refinery requests that the District afford the information CBI status and treatment
indefinitely.

Please contact Lisa Crowley at (707) 745-7925 if you have any questions or concerns.
Sincerely,

y vy %

Kimberly A. Ronan
Manager - Environmental Engineering

KAR/EMCftac
Enclosures

cc: jswanson@baagmd.gov
ccrowley@baagmd.gov

Document # 25631
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From: Steiner, Cyntia

To: Nixon, Donald

Subject: FW: Valero Benicia flaring reports, FYI (eom)
Date: Wednesday, August 02, 2017 2:20:34 PM
Attachments: Valero-Benicia-HFI AGI-06-07-17.msa

Valero-Benicia-HFI-12-05-17.msqg

From: Basinger, David

Sent: Wednesday, August 02, 2017 1:56 PM

To: Mintz, Tom <Mintz.Tom@epa.gov>

Cc: Chew, Andrew <Chew.Andrew@epa.gov>; Steiner, Cyntia <Steiner.Cyntia@epa.gov>
Subject: Valero Benicia flaring reports, FYl (eom)



mailto:Steiner.Cyntia@epa.gov

mailto:nixon.donald@epa.gov



Valero-Benicia-HFI & AGI-06-07-17


			From


			Jordan Farber


			To


			Chew, Andrew; Basinger, David


			Cc


			Burke, Shaun; 'Dan Roper (Dan.Roper@erg.com)'; Gairola, Sounjay; Dykes, Teresa


			Recipients


			Chew.Andrew@epa.gov; Basinger.David@epa.gov; Burke.Shaun@epa.gov; Dan.Roper@erg.com; Gairola.Sounjay@epa.gov; Dykes.Teresa@epa.gov









Attached please find the following for your review:





 





Deliverable Title:

Hydrocarbon Flaring Incident and Acid Gas Flaring Incident Report (HC occurred 05/05/17~05/18/17, AG occurred 05/05/17~05/07/17)





Deliverable Date:

July 6, 2017





Refinery:

Valero – Benicia





Marquee Issue:

Flaring





 





Nature of Review:

EPA must review each incident report and provide a response that summarizes the incident, including the time and date of release, amount of release, the asserted root cause(s), any actions taken to minimize the release at the time of release (e.g., sulfur

 shedding procedures), corrective actions identified and timetable for implementation, whether EPA agrees with such corrective actions, EPA's classification of the incident (e.g., agreed malfunction, operator error, first time occurrence, or repeat occurrence),

 basis for stipulated penalty, if any, and assessment of the stipulated penalty if any.  The response should also include a count of the incidents (acid gas, tail gas and HC are to be tallied separately) for the last 12 months.





 





EPA Review and Turnaround Time





Total Review Time (per CD):

90 days







Due Date for National Expert/Regional Contact to provide comments to Headquarters:

10/26/17





Due Date for Headquarters to submit written response to refinery:

Headquarters has until 11/09/17 (90 days)

to submit a written response to Three Rivers





 





Completeness Review Conducted by Matrix





Matrix conducted a review of the attached document for completeness purposes only.  This review included the following:







·        

Timely submittal of document (per requirements of CD)







·        

Document included basic elements set forth in CD







·        

Completeness of document (i.e. no pages missing)





 





Attached document appears to contain all requirements set forth in the CD.








Valero-Benicia-HFI & AGI-06-07-17.pdf


" Don Wilson
Vice President and
General Manager

VALERO

Certified Mail # 7011 1150 0001 2589 4542
July 6, 2017

United States, et.al. v. Valero, et.al.
Civil Action No. SA-05-CA-0569
May 5 — 18, 2017 Flaring Event
Final Report

Director

Air Enforcement Division (2242A)

Office of Enforcement and Compliance Assurance
U.S. Environmental Protection Agency

1200 Pennsylvania Avenue, N.W.

Washington, D.C. 20460

To Whom It May Concern:

Paragraph 242 of the Consent Decree between the United States and Valero requires the
submission of a report within 60 days following the end of a flaring incident. The attached
reports fulfill this obligation for a May 5 — 18, 2017 hydrocarbon flaring incident and a May 5 - 7,
2017 acid gas flaring incident that occurred at the Valero Benicia Refinery.

Please contact Sky Bellanca at (707) 745-7749 if you have any questions regarding this report.

Sincerely,

Eypwﬁl c bl ___

Donald C. Wilson
Vice President & General Manager

DCW/KSB/tac

Enclosure

cc: Director, Air Division (AIR-1), Jordan.Deborah@EPA.gov
Attn: Chief, Air Enforcement Office
U. S. Environmental Protection Agency, Region 9
75 Hawthorne Street
San Francisco, CA 94105
Certified Mail # 7011 1150 0001 2589 4559

ecc: Clare Sullivan Matrix New World Engineering Inc. - (csullivan@matrixneworld.com)
Don Cuffel, Director, Valero
Kim Ronan, Manager, Valero

Benicia Refinery - Valero Refining Company - California
Dt 2562%400 East Second Street « Benicia, Ccl.ifornic: 94510-1097 . Telephone (707) 745-7011
don.wilson@valero.com









Root Cause Failure Analysis Impact Incident Number: 181596

The information contained below satisfies the requirements of the Valero Consent Decree X11.D.242

Refinery: Benicia
Incident Type: Tail Gas Due Date: 7/6/2017 ;
Combustion Source: Incinerators Report Type: Final (Final, Iniial or Follow-up)

Previous Dates and Reports:

(1.) The date and time that the Incident started and ended:

Times: 1 2 3 4 3 6 7
Start/End Date: 5/5/2017 5/6/2017 5/7/2017
From: 6:42 AM 12:00 AM 12:00 AM
To: 11:59 PM 11:59 PM 12:59 PM
Total (Hrs): 17.3 24.0 13.0 0.0 0.0 0.0 0.0
(2.) Estimate of the quantity of SO2 that was emitted:
Tons of SO, = 21.2 tons SEE ATTACHMENT 1 FOR CALCULATIONS

(3.) The steps taken to limit the duration and/or quantity of SO, emissions associated with the Incident:

A. Control House monitoring
B. The refinery implemented its emergency response procedures

(4.) Detailed analysis that set forth the Root Cause of the Incident, to the extent determinable:

Pacific Gas and Electric (PG&E) had originally scheduled clearance of electrical lines that feed the Bahia Substation directly upstream of
the Valero Benicia Refinery to occur in February 2017 during the refinery’s turnaround to minimize potential impacts to the refinery;
however, the work had to be rescheduled so PG&E could respond to a PG&E tower that was in danger of falling due to a mudslide along
Hwy 24. On March 20, 2017, PG&E notified Valero that the rescheduled work could be completed on May 1, May 5, and May 8, 2017.
These clearances did not require Valero to operate any equipment on the Valero-owned power distribution system.

The Bahia Substation is fed by two redundant, independent transmission lines (the Moraga and Vaca-Dixon lines) to ensure both primary
and backup electrical power is available to the refinery. The Moraga line was scheduled to be cleared on May 1, 2017. During this
scheduled clearance, the refinery would operate on power from the Vaca-Dixon line. That work was completed without incident on May
4,2017. On May 5, 2017 the Vaca-Dixon line was scheduled to be cleared and the refinery would operate on power from the Moraga line.

After the power outage on May 5, 2017, Valero was informed that sometime prior to the early morning of May 5, 2017, a PG&E
islanding/decoupling scheme (a control system) was already falsely alarmed due to a failed coupling capacitor voltage transformer
(CCVT) (a metering device that provides the voltage signal). When PG&E opened the Vaca-Dixon transmission line breaker for the
scheduled maintenance at approximately 6:40 am on Monday, May 5, 2017, the combination of the failed CCVT with the opening of the
transmission line breaker caused the islanding/decoupling scheme to misoperate. The islanding/decoupling scheme then opened all circuit
breakers feeding the refinery. The loss of both PG&E lines also forced Valero's Cogen offline, which is designed to occur in the event of a
loss of PG&E power because Cogen's 47 MW rating is not sufficient to supply the 65 MW average demand of the refinery. As a result, a
refinery-wide power outage occurred.

The sudden and unplanned loss of PG&E power caused an emergency shutdown of refinery equipment. Material in the equipment
relieved to the flare to prevent accident, hazard, and release to atmosphere. Had it not been prevented by the actions taken, the damage
to unit equipment could have escalated into an accident, hazard, and release to the atmosphere of incompletely combusted gases.

The loss of power occurred at 6:40 am and PG&E restored power to Valero’s substation at some time before 7:00 am. Power in the
refinery was restored at approximately 7:50 am, with the power distribution system not being completely normalized until around 3:00
pm, after all of the refinery substations were safely switched back to normal electrical lineup. Only at that point could the refinery units
begin the process of restarting and resuming operation. Due to equipment damages caused from the abrupt shutdown of the refinery units
and therefore the inability to properly clear equipment for a planned shutdown, the refinery was not able to immediately return to
normal operations for over a month.

(5.) Analysis of the measures, if any, that are reasonably available to reduce the likelihood of a recurrence of the Incident including cost and
effectiveness of changes in design, operation, and maintenance.

An ongoing, attorney-client privileged investigation with PG&E and Valero will identify any corrective action steps to reduce the
likelihood of a recurrence.

(6.) Description of corrective action(s) or explanation of why corrective action(s) are not required:
Is corrective action required? No (Yes/No)
The flaring event was directly due to a sudden loss of uninterruptible power supply from PG&E.
If corrective action(s) are not complete, what is the proposed schedule?
Start Date: Completion Date:

(7.) Stipulated Penalty Analysis: SEE ATTACHMENT 2
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Impact Incident Number: 181596

Root Cause Failure Analysis
(8.) The investigation of causes and/or possible corrective actions still are underway 60 days afier the end of the incident so an extension is being
requested (up to 60 days typically). Input a date only for initial and follow-up reports.

No  (Yes/No) The followup report shall be submitted by:

(9.) Is(are) the completion of the implementation of corrective action(s) finalized at this time?
NA  (Yes/No/NA) If no, a corrective action completion report is required within 30 days of completion.

Page 2 of 4









Root Cause Failure Analysis
Certification (261)

Impact Incident Number: 181596

“1 certify under penalty of law that | have personally examined and am familiar with the information submitted herein and that 1 have made a diligent
inquiry of those individuals immediately responsible for obtaining the information and that to the best of my knowledge and belief, the information
submitted herewith is true, accurate, and complete. 1 am aware that there are significant penalties for submitting false information, including the

possibility of fine and imprisonment.”

Signed: —DJMA&Q i LJ_;,Q/;

Name: Donftd C. Wilson

Date: 7'2"/7

Title: Vice President and General Manager

Submit copies to EPA, the applicable EPA regional office (242), and the applicable state agency (376).

Attachment 1 - SO, Emission Calculations

(2.) Estimate of the quantity of SO2 that was emitted:

Std. Temp: 68 deg.

AG, TG, or HC Flaring

Avg Flowrate, dscfh (FR) 6,173
Total Duration (TD) 54.3
Avg. Vol.Fr.H,S, scf/scf (ConcH,S) 0.763
Tons of SO, = 21.2

Tons of SO2 = [FR][TD][ConcH,S][8.31 x 10]
Tons of SO2 = [6173][54.3][0.7628289](8.31 x 10-5]

Use this equation for TG flaring during maintenance of a monitored
incinerator-adjust ConcH2S to show only the excess over allow H2S
conc.-use best eng. judgment.

TG Incineration

Incinerator Hourly Flowrate for hour i, dscfh (FRype)i
Hourly SO, Conc for hour i, ppmvd, 0% O, (Conc SO2),
Hourly O, percent, dry for hour i (%0,);
24 hr excess SO, 1b (ER1gp)
Total hours of exceedance, hrs (Hrg)

l-{'I(:ll

ERq =Y | FRy, ), [Conc SO, - 250], [(20.9-%0,)/20.9]; [0.166 x 10°]
i=1

SEE TABLE FOR CALCULATIONS

Tons of SO; = 0.0 tons

Input Data for Tail Gas Incident at a Monitored Incinerator
Enter only block hours when CEMS average exceeded 250 ppm for 12-hour rolling average
If more than 24 hourly exceedances, add extra rows to the table as needed

Incinerator Exhaust Gas Flow Rate 02 Conc. Excess Emissions from Tail Gas at the
(FR,.) (CEM data) SRP Incinerator
Hour (dscfh) S02, ppmvd, O2 free (%) (Ibs SO2)

1 0.00
2 0.00
3 0.00
4 0.00
5 0.00
6 0.00
7 0.00
8 0.00
9 0.00
10 0.00
11 0.00
12 0.00
13 0.00
14 0.00
15 0.00
16 0.00
17 0.00
18 0.00
19 0.00
20 0.00
21 0.00
22 0.00
23 0.00
24 0.00

Total: 0.00

For SRPs not subject to NSPS, any exceedance of an SO2 permit limit is a TG Incident (220(17)).
Include explanation of basis for any estimates of missing data points (257):
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Root Cause Failure Analysis

Attachment 2 - Stipulated Penalty Analysis

Steps for Completing Stipulated Pen Analysis

Impact Incident Number: 181596

1. Evaluate criteria for stipulated penalties in sequential order from the top beginning with paragraph 250.a. At least one box in paragraphs
250, 251, or 252 must be marked "Yes". Boxes below the box marked "Yes", become "NA".

2. Provide a brief description where applicable.

3. Claim defenses in 253a., 253c., and 254 as applicable.
Section XI1: Paragraph 242.(7.) Statement for AG Flaring and Tail Gas Incidents

ies?
Section XILF. Stipulated Penalty Criteria AEPI'L,S' Description/Basis
Yes/No
Paragraph 250 Criteria
250.a No
250.b. No
250.c. No
Paragraph 251 Criteria
The flaring event was a direct result of the PG&E power outage. Due to
equipment damages caused from the abrupt shutdown of the refinery units and
251.a No therefore the inability to properly clear equipment, the refinery was not able to
immediately return to normal operation. Venting to the Acid Gas Flare was
discontinued as soon as it was feasible to do so.
251.b. No
Paragraph 252 Criteria
252.a No
252b. Yes
252.¢. NA
Affirmative Defenses Claimed
Loss of uninterruptible PG&E power supply directly caused the flaring event.
253a Yes
253.b. Yes
253.c. (251 does not apply) Yes
253.c. (malfunction) No
253.d. No
254
No
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Root Cause Failure Analysis

The information contained below satisfies the requirements of the Valero Consent Decree X11.D.242

Impact Incident Number: 181596

Refinery: Benicia
Incident Type: Hydrocarbon Flaring Due Date:  7/17.2017 .
Combustion Source: North and South Flare Final
Previous Dates and Reports:
(1.) The date and time that the Incident started and ended:
Times: 1 2 3 4 5 6 7
Start/End Date:| 5/5/2017 5/6/2017 5/7/2017 5/8/2017 5/9/2017 5/10/2017 5/11/2017
From:| 6:42 AM 12:00 AM 12:00 AM 12:00 AM 12:00 AM 12:00 AM 12:00 AM
To:| 11:59 PM 11:59 PM 11:59 PM 11:59 PM 11:59 PM 11:59 PM 11:59 PM
Total (Hrs): 17.3 24.0 24.0 24.0 24.0 24.0 24.0

After submittal of the Compliance Plan for Flaring Devices specified in 237, was the Incident attributable to the combustion of
a stream(s) of Continuous or Intermittent Routinely-Generated Fuel Gases covered in the plan?
NA  (Yes/No/NA) If yes, it is not necessary to complete Sections 2-9.

If the flared gas contains less than 162 ppm H2S, it is not necessary to complete Sections 2-9.

(2.) Estimate of the quantity of SO2 that was emitted:

Average Flowrate, dscth (FR) (FR) 87,751 Std. Temp: 68 deg.
Total Duration, hours (TD) 318.9
Avg. Vol. Frac. Total Sulfur, sct/scf (ConcTS) 0.006861

Tons of SO, = 16.0
Tons of SO2 = [FR][TD][ConcTS][8.31 x 10”°]
Tons of SO2 = [87751][318.9][0.006861][8.31 x 10-5]

Include explanation of basis for any estimates of missing data points (257):
The average flow rate and concentration of total sulfur are based on flare flow meter values and total sulfur CEMS.

(3.) The steps taken to limit the duration and/or quantity of SO, emissions associated with the Incident:
A. Control House monitoring
B. The refinery implemented its emergency response procedures

Did the incident result from temporarily bypassing a flare gas recovery system for safety or maintenance reasons?
No (Yes/No) If yes, it is not necessary to complete sections 3 or 5-9.
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Root Cause Failure Analysis Impact Incident Number: 181596

(4.) Detailed analysis that set forth the Root Cause of the Incident, to the extent determinable:

Pacific Gas and Electric (PG&E) had originally scheduled clearance of electrical lines that feed the Bahia Substation directly
upstream of the Valero Benicia Refinery to occur in February 2017 during the refinery's turnaround to minimize potential
impacts to the refinery; however, the work had to be rescheduled so PG&E could respond to a PG&E tower that was in danger of
falling due to a mudslide along Hwy 24. On March 20, 2017, PG&E notified Valero that the rescheduled work could be completed
on May 1, May 5, and May 8, 2017. These clearances did not require Valero to operate any equipment on the Valero-owned
power distribution system.

The Bahia Substation is fed by two redundant, independent transmission lines (the Moraga and Vaca-Dixon lines) to ensure both
primary and backup electrical power is available to the refinery. The Moraga line was scheduled to be cleared on May 1, 2017.
During this scheduled clearance, the refinery would operate on power from the Vaca-Dixon line. That work was completed
without incident on May 4, 2017. On May 5, 2017 the Vaca-Dixon line was scheduled to be cleared and the refinery would operate
on power from the Moraga line.

After the power outage on May 5, 2017, Valero was informed that sometime prior to the early morning of May 5, 2017, a PG&E
islanding/decoupling scheme (a control system) was already falsely alarmed due to a failed coupling capacitor voltage transformer
(CCVT) (a metering device that provides the voltage signal). When PG&E opened the Vaca-Dixon transmission line breaker for
the scheduled maintenance at approximately 6:40 am on Monday, May 5, 2017, the combination of the failed CCVT with the
opening of the transmission line breaker caused the islanding/decoupling scheme to misoperate. The islanding/decoupling scheme
then opened all circuit breakers feeding the refinery. The loss of both PG&E lines also forced Valero's Cogen offline, which is
designed to occur in the event of a loss of PG&E power because Cogen's 47 MW rating is not sufficient to supply the 65 MW
average demand of the refinery. As a result, a refinery-wide power outage occurred.

The sudden and unplanned loss of PG&E power caused an emergency shutdown of refinery equipment. Material in the
equipment relieved to the flare to prevent accident, hazard, and release to atmosphere. Had it not been prevented by the actions
taken, the damage to unit equipment could have escalated into an accident, hazard, and release to the atmosphere of incompletely
combusted gases.

The loss of power occurred at 6:40 am and PG&E restored power to Valero's substation at some time before 7:00 am. Power in
the refinery was restored at approximately 7:50 am, with the power distribution system not being completely normalized until
around 3:00 pm, after all of the refinery substations were safely switched back to normal electrical lineup. Only at that point
could the refinery units begin the process of restarting and resuming operation. Due to equipment damages caused from the
abrupt shutdown of the refinery units and therefore the inability to properly clear equipment for a planned shutdown, the
refinery was not able to immediately return to normal operations for over a month.

Was the incident attributable to the SU/SD of a unit in which a similar Incident was previously analyzed for corrective action?
No (Yes/No) If yes, it is not necessary to complete Sections 5-9 if the corrective action is
identified.

Has a commitment been made in the Compliance Plan for Flaring Devices to process this stream in a planned flare gas recovery system
that would have reduced the SO2 emissions for this incident to less than 500 Ibs in a 24 hour period?
No (Yes/No) [ yes, it is not necessary to complete Sections 5-9.

(5.) Analysis of the measures, if any, that are reasonably available to reduce the likelihood of a recurrence of the Incident including cost
and effectiveness of changes in design, operation, and maintenance.

An ongoing, attorney-client privileged investigation with PG&E and Valero will identify any corrective action steps to reduce the
likelihood of a recurrence.

(6.) Description of corrective action(s) or explanation of why corrective action(s) are not required:
Is corrective action required? No (Yes/No)
The flaring event was directly due to a sudden loss of uninterruptible power supply from PG&E.

[f corrective action(s) are not complete, what is the proposed schedule?
Start Date: Completion Date:

(7.) Stipulated Penalty Analysis: NOT APPLICABLE
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Root Cause Failure Analysis Impact Incident Number: 181596

(8.) The investigation of causes and/or possible corrective actions still are underway 60 days after the end of the incident so an extension is
being requested (up to 60 days typically). Input a date only for initial and follow-up reports.
No (Yes/No) The followup report shall be submitted by:

Alternatively, HC Flaring RCFA reports may be submitted as part of Semi-annual Progress Reports (243).

(9.) Is(are) the completion of the implementation of corrective action(s) finalized at this time?

NA  (Yes/No/NA) [f no, a corrective action completion report is required within 30 days of completion.
Certification (261)
I certify under penalty of law that 1 have personally examined and am familiar with the information submitted herein and that [ have
made a diligent inquiry of those individuals immediately responsible for obtaining the information and that to the best of my knowledge
and belief. the information submitted herewith is true, accurate, and complete. I am aware that there are significant penalties for
submitting false information, including the possibility of fine and imprisonment.”

Signed: D’)"\ “M ( - (’/f/Q_/ Date: '7/_5/’ 7

Name: Donald C. Wilson Title: Vice Presidént and General Manager

Submit copies to EPA, the applicable EPA regional office (242), and the applicable state agency (376).

NOTE: Prior to the NSPS compliance date for flaring devices. a single RCFA report may be prepared for HC Flaring Incidents with root
causes that routinely reoccur provided EPA and the appropriate Plaintiff-Intervener have been given prior notification. (244)
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Valero-Benicia-HFI-12-05-17


			From


			Jordan Farber


			To


			Chew, Andrew; Basinger, David


			Cc


			Dan Roper (Dan.Roper@erg.com); Gairola, Sounjay; Dykes, Teresa; Burke, Shaun


			Recipients


			Chew.Andrew@epa.gov; Basinger.David@epa.gov; Dan.Roper@erg.com; Gairola.Sounjay@epa.gov; Dykes.Teresa@epa.gov; Burke.Shaun@epa.gov









Attached please find the following for your review:





 





Deliverable Title: Hydrocarbon Flaring Incident Report (occurred 03/07/17~03/15/17)





Deliverable Date: May 12, 2017





Refinery: Valero-Benicia





Marquee Issue: Flaring 





 





Nature of Review: EPA review only.





 





EPA Review and Turnaround Time: NA





Total Review Time (per CD): NA





Due Date for National Expert/Regional Contact to provide comments to Headquarters: NA





Due Date for Headquarters to submit written response to refinery: NA





 





Completeness Review Conducted by Matrix





Matrix conducted a review of the attached document for completeness purposes only.  This review included the following:





•             Timely submittal of document (per requirements of CD)





•             Document included basic elements set forth in CD





•             Completeness of document (i.e. no pages missing)





 





Attached document appears to contain all requirements set forth in the CD.
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Benicia Refinery « Valero Refining Company - California
3400 East Second Street « Benicia, California 94510-1097 « Telephone (707) 7457011 « Facsimile (707) 745-7339

Certified Mail # 7015 1520 0001 6223 3701
May 12, 2017

United States, et.al. v. Valero, et.al.
Civil Action No. SA-05-CA-0569
March 7, 2017 Flaring Event

Final Report

Director

Air Enforcement Division (2242A)

Office of Enforcement and Compliance Assurance
U.S. Environmental Protection Agency

1200 Pennsylvania Avenue, N.W.

Washington, D.C. 20460

To Whom It May Concern:

Paragraph 242 of the Consent Decree between the United States and Valero requires the
submission of a report within 60 days following the end of a flaring incident. The attached report
fulfilis this obligation for a March 7, 2017 flaring incident that occurred at the Valero Benicia
Refinery.

Please contact Sky Bellanca at (707) 745-7749 if you have any questions regarding this report.

Sincerely,

Dl ¢ .- E

Donald C. Wilson
Vice President & General Manager

DCW/KSBi/tac
Enclosure

cc: Director, Air Division (AIR-1), Jordan.Deborah@EPA.gov
Attn: Chief, Air Enforcement Office
U. S. Environmental Protection Agency, Region 9
75 Hawthorne Street
San Francisco, CA 94105
Certified Mail # 7015 1520 0001 6223 3718

Document # 25553









Root Cause Failure Analysis Impact Incident Number: 179617, 179749, 179837

The information contained below satisfies the requirements of the Valero Consent Decree XII.D.242

Refinery: Benicia
Incident Type: Hydrocarbon Flaring Due Date:  5§/14/2017 .
Combustion Source: North and South Flare Final
Previous Dates and Reports:
(1.) The date and time that the Incident started and ended:
Times: 1 2 3 4 5 6 7
Start/End Date:| 3/7/2017 3/8/2017 3/9/2017 3/10/2017 3/11/2017 3/12/2017 3/13/2017
From:| 12:00 PM | 12:00 AM 12:00 AM 12:00 AM 12:00 AM 12:00 AM 12:00 AM
To:l 11:59 PM | 11:59 PM 11:59 PM 11:59 PM 11:59 PM 11:59 PM 11:59 PM
Total (Hrs): 12.0 24.0 24.0 24.0 24.0 24.0 24.0

After submittal of the Compliance Plan for Flaring Devices specified in 237, was the Incident attributable to the combustion
of a stream(s) of Continuous or Intermittent Routinely-Generated Fuel Gases covered in the plan?
NA  (Yes/No/NA) If yes, it is not necessary to complete Sections 2-9,

If the flared gas contains less than 162 ppm H2S8, it is not necessary to complete Sections 2-9.

(2.) Estimate of the quantity of SO2 that was emitted:

Average Flowrate, dscfh (FR) (FR) 121,754 Std. Temp: 68 deg.
Total Duration, hours (TD) 189.1
Avg. Vol. Frac. Total Sulfur, scf/scf (ConcTS) 0.011471

Tons of SO, = 22.0

Tons of SO2 = [FR][TD][ConcTS][8.31 x 10°%]
Tons of SO2 = [121754][189.1][0.011471][8.31 x 10-5]

Include explanation of basis for any estimates of missing data points (257):
The average flow rate and concentration of total sulfur are based on flare flow meter values and total sulfur CEMS.

(3.) The steps taken to limit the duration and/or quantity of SO, emissions associated with the Incident:

A. The refinery-wide startup followed established procedures. These procedures are intended to minimize flaring and ensure the
safety of personnel and equipment.

B. Fuel gas quality is routinely monitored for adequate BTU content to determine when it is safe to operate the flare gas recovery
compressors to recover flare gas to the fuel gas system.

C. Shutdown C-2101B when necessary to protect the compressor and ensure its availability for use in the event of additional
emergency flare load.

D. Control House monitoring

E. After the 3/11/17 GT-701 trip, stabilized the FCCU and prepared to reintroduce feed to unit.

F. After the 3/13/17 GT-401 trip, stabilized the HCU and prepared to start up unit again.

Did the incident result from temporarily bypassing a flare gas recovery system for safety or maintenance reasons?
No (Yes/No) If yes, it is not necessary to complete sections 3 or 5-9.
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Root Cause Failure Analysis Impact Incident Number: 179617, 179749, 179837

(4.) Detailed analysis that set forth the Root Cause of the Incident, to the extent determinable:

The primary cause of the flaring event beginning March 7, 2017 was the refinery-wide startup after turnaround. The entire
refinery (i.e., all process units) was starting up after planned maintenance. The startup followed prepared procedures. These
procedures are designed to minimize flaring consistent with regulations and Valero’s FMP, while ensuring the safety of the
community, refinery personnel, and equipment.

The following unplanned events occurred during the startup period and contributed to flare vent gas flow:

On March 11, 2017 at 1:30 pm, GT-701 tripped offline due to high exhaust gas temperature. GT-701 was being restarted after
being down for maintenance. While the gas turbine was shutdown, all fuel gas lines were blocked and energy isolated per
procedures. Upon completion of the work, the operator unblocked the wrong valves in the fuel gas feed line in an attempt to
normalize the lineup. There are two parallel strainer valves and two parallel control valves on the fuel gas feed line. One strainer
and two control valves should be in service. The operator reversed the line up and put two strainers and one control valve in
service. When the error was corrected by unblocking the second control valve, both control valves were open 100% which
resulted in excess fuel gas flow, increased temperature, and subsequent FCCU depressuring to the flare.

On March 13, 2017 at 6:18 pm, GT-401 tripped offline due to low seal oil level. The HCU was in startup mode circulating
hydrogen and increasing pressure in preparation to introduce feed into the unit. While clearing the spare seal oil pump piping
with nitrogen for maintenance, the nitrogen routed to the seal oil tank inadvertently flowed into the suction side of the operating
seal oil pump. The operating seal oil pump cavitated and caused a level loss on the seal oil drum, which tripped the gas turbine
and partially depressured the HCU to the flare.

Was the incident attributable to the SU/SD of a unit in which a similar Incident was previously analyzed for corrective action?
Yes (Yes/No) If yes, it is not necessary to complete Sections 5-9 if the corrective action is
identified.

Has a commitment been made in the Compliance Plan for Flaring Devices to process this stream in a planned flare gas recovery system
that would have reduced the SO2 emissions for this incident to less than 500 Ibs in a 24 hour period?
No (Yes/No) If yes, it is not necessary to complete Sections 5-9.

(5.) Analysis of the measures, if any, that are reasonably available to reduce the likelihood of a recurrence of the Incident including cost
and effectiveness of changes in design, operation, and maintenance.

A. For the 3/11/17 GT-701 trip, review and update FCCU gas turbine startup procedure to ensure instructions for the proper fuel
gas line up is included.

B. For the 3/11/17 GT-701 trip, send out a refresher training email to all unit operators regarding the proper fuel gas line up for
FCCU gas turbines prior to startup.

C. For the 3/13/17 GT-401 trip, write a new C-401 seal oil reservoir system clearing procedure to state that lines should not be
nitrogen cleared on operating equipment.

(6.) Description of corrective action(s) or explanation of why corrective action(s) are not required:

Is corrective action required? Yes (Yes/No)

A. For the 3/11/17 GT-701 trip, reviewed and updated FCCU gas turbine startup procedure to include: 1) a prerequisite to check
proper fuel gas line up prior to starting the turbine and 2) a simplified drawing of the fuel gas control loop.

B. For the 3/11/17 GT-701 trip, sent out a refresher training email to all unit operators regarding the proper fuel gas line up for
FCCU gas turbines prior to startup.

C. For the 3/13/17 GT-401 trip, wrote a new C-401 seal oil reservoir system clearing procedure that states lines should not be
nitrogen cleared on operating equipment.

If corrective action(s) are not complete, what is the proposed schedule?
Start Date: Completion Date:

(7.) Stipulated Penalty Analysis: NOT APPLICABLE

(8.) The investigation of causes and/or possible corrective actions still are underway 60 days after the end of the incident so an extension
is being requested (up to 60 days typically). Input a date only for initial and follow-up reports.

No (Yes/No) The followup report shall be submitted by:

Alternatively, HC Flaring RCFA reports may be submitted as part of Semi-annual Progress Reports (243).
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Root Cause Failure Analysis Impact Incident Number: 179617, 179749, 179837

(9.) Is(are) the completion of the implementation of corrective action(s) finalized at this time?

Yes (Yes/No/NA) If no, a corrective action completion report is required within 30 days of completion.

Certification (261)

“I certify under penalty of law that I have personally examined and am familiar with the information submitted herein and that I have
made a diligent inquiry of those individuals immediately responsible for obtaining the information and that to the best of my knowledge
and belief, the information submitted herewith is true, accurate, and complete. 1am aware that there are significant penalties for
submitting false information, including the possibility of fine and imprisonment,”

Slgﬂed ’914\ M—C . LJ\..L_\ Date: g" g" ! 7

Name: Donald C. Wilson Title: Vice President and General Manager

Submit copies to EPA, the applicable EPA regional office (242), and the applicable state agency (376).

NOTE: Prior to the NSPS compliance date for flaring devices, a single RCFA report may be prepared for HC Flaring Incidents with root
causes that routinely reoccur provided EPA and the appropriate Plaintiff-Intervener have been given prior notification. (244)
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From: Steiner, Cyntia

To: Nixon, Donald

Subject: FW: Valero-Benicia-HFI-24-07-17
Date: Tuesday, August 22, 2017 3:46:15 PM
Attachments: Valero-Benicia-HFI1-24-07-17.pdf

From: Basinger, David

Sent: Tuesday, August 22, 2017 7:54 AM

To: Mintz, Tom <Mintz.Tom@epa.gov>

Cc: Chew, Andrew <Chew.Andrew@epa.gov>; Steiner, Cyntia <Steiner.Cyntia@epa.gov>
Subject: FW: Valero-Benicia-HFI-24-07-17

FYI

From: Jordan Farber [mailto:jfarber@matrixneworld.com]

Sent: Tuesday, August 22, 2017 7:26 AM

To: Chew, Andrew <Chew.Andrew@epa.gov>; Basinger, David <Basinger.David@epa.gov>

Cc: Dan Roper <dan.roper@erg.com>; Gairola, Sounjay <Gairola.Sounjay@epa.gov>; Dykes, Teresa
<Dykes.Teresa@epa.gov>; Burke, Shaun <Burke.Shaun@epa.gov>

Subject: Valero-Benicia-HFI-24-07-17

Attached please find the following for your review:

Deliverable Title: Hydrocarbon Flaring Incident Report (occurred 05/30/17~05/31/17)
Deliverable Date: July 24, 2017

Refinery: Valero-Benicia

Marguee Issue: Flaring

Nature of Review: EPA review only.

EPA Review and Turnaround Time: NA

Total Review Time (per CD): NA

Due Date for National Expert/Regional Contact to provide comments to Headquarters: NA
Due Date for Headquarters to submit written response to refinery: NA

Completeness Review Conducted by Matrix
Matrix conducted a review of the attached document for completeness purposes only. This review
included the following:

. Timely submittal of document (per requirements of CD)
. Document included basic elements set forth in CD
. Completeness of document (i.e. no pages missing)

Attached document appears to contain all requirements set forth in the CD.
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’ Don Wilson
Vice President and
General Manager

VALERO
Certified Mail # 7011 1150 0001 2589 4672

July 24, 2017

United States, et.al. v. Valero, et.al.
Civil Action No. SA-05-CA-0569
May 30-31, 2017 Flaring Event
Final Report

Director

Air Enforcement Division (2242A)

Office of Enforcement and Compliance Assurance
U.S. Environmental Protection Agency

1200 Pennsylvania Avenue, N.W.

Washington, D.C. 20460

To Whom It May Concern:

Paragraph 242 of the Consent Decree between the United States and Valero requires
the submission of a report within 60 days following the end of a flaring incident. The
attached report fulfills this obligation for a May 30-31, 2017 hydrocarbon flaring incident
that occurred at the Valero Benicia Refinery.

Please contact Olivia Day at (707) 745-7361 if you have any questions regarding this
report.

Sincerely,

})Mﬂi,c: PR ¢ .

Donald C. Wilson
Vice President & General Manager

DCWI/OID/tac

Enclosure
cc: Director, Air Division (AIR-1), Jordan.Deborah@EPA.gov
Attn: Chief, Air Enforcement Office
U. S. Environmental Protection Agency, Region 9
75 Hawthorne Street
San Francisco, CA 94105
Certified Mail # 7011 1150 0001 2589 4689

Benicia Refinery . Valero Refining Company - California
%400 East Second Street « Benicia, California 94510-1097 « Telephone (707) 745-7011

Document # 2564 :
don.wilson@valero.com
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Root Cause Failure Analysis Impact Incident Number: 182373

The information contained below satisfies the requirements of the Valero Consent Decree XI1.D.242

Refinery: Benicia
Incident Type: Hydrocarbon Flaring Due Date:  7/30/2017 .
Combustion Source: North and South Flare Final

Previous Dates and Reports:

(1.) The date and time that the Incident started and ended:
Times: 1 2 3

[E
ltn
(=)}
=

Start/End Date:| 5/30/2017 | 5/31/2017

From:| 8:00 PM 12:00 AM

To:| 11:59 PM 2:21 PM

Total (Hrs): 4.0 14.4

After submittal of the Compliance Plan for Flaring Devices specified in 237, was the Incident attributable to the combustion
of a stream(s) of Continuous or Intermittent Routinely-Generated Fuel Gases covered in the plan?
NA (Yes/No/NA) If yes, it is not necessary to complete Sections 2-9.

If the flared gas contains less than 162 ppm H2S, it is not necessary to complete Sections 2-9.

(2.) Estimate of the quantity of SO2 that was emitted:

Average Flowrate, dscfh (FR) (FR) 72,013 Std. Temp: 68 deg.
Total Duration, hours (TD) 18.4
Avg. Vol. Frac. Total Sulfur, scf/scf (ConcTS) 0.005748
Tons of SO, = 0.6

Tons of SO2 = [FR][TD][ConcTS][8.31 x 10]
Tons of SO2 = [72013][18.4][0.005748][8.31 x 10-5]

Include explanation of basis for any estimates of missing data points (257):
The average flow rate and concentration of total sulfur are based on flare flow meter values and total sulfur CEMS,

(3.) The steps taken to limit the duration and/or quantity of SO, emissions associated with the Incident:

A. The startup operations followed standard written procedures. These procedures are intended to minimize flaring and ensure
the safety of personnel and equipment. There was no upset or malfunction involved.

B. Operations verified that no unnecessary sources were venting to the flare system prior to beginning the flaring for the unit
startup.

C. The refinery operated at reduced throughput rates during this period and maximized recovery and consumption of low
pressure fuel gas to further reduce flaring.

Did the incident result from temporarily bypassing a flare gas recovery system for safety or maintenance reasons?
No (Yes/No) If yes, it is not necessary to complete sections 3 or 5-9.
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Root Cause Failure Analysis Impact Incident Number: 182373

(4.) Detailed analysis that set forth the Root Cause of the Incident, to the extent determinable:

The flaring event was caused by the refinery-wide startup after a sudden loss of power supply from Pacific Gas & Electric
(PG&E) caused the entire refinery to shut down on May 5, 2017. Although most units were not running at full capacity, the main
activity occurring at the time of flaring was the startup of the Fluid Catalytic Cracking Unit (FCCU). The startup followed
established procedures. These procedures are designed to minimize flaring consistent with regulations and Valero's FMP, while
ensuring the safety of the community, refinery, personnel, and equipment.

Was the incident attributable to the SU/SD of a unit in which a similar Incident was previously analyzed for corrective action?
No (Yes/No) If yes, it is not necessary to complete Sections 5-9 if the corrective action is
identified.

Has a commitment been made in the Compliance Plan for Flaring Devices to process this stream in a planned flare gas recovery system
that would have reduced the SO2 emissions for this incident to less than 500 lbs in a 24 hour period?
No (Yes/No) If yes, it is not necessary to complete Sections 5-9.

(5.) Analysis of the measures, if any, that are reasonably available to reduce the likelihood of a recurrence of the Incident including cost
and effectiveness of changes in design, operation, and maintenance.

All feasible prevention measures were planned and procedures incorporated for the unit startup. These prevention measures and
procedures help minimize flaring but are not able to completely prevent flaring, as described in Section (3) above.

(6.) Description of corrective action(s) or explanation of why corrective action(s) are not required:
Is corrective action required? No (Yes/No)
The startup followed standard written procedures, which are intended to minimize flaring and ensure the safety of personnel and

equipment.

If corrective action(s) are not complete, what is the proposed schedule?
Start Date: Completion Date:

(7.) Stipulated Penalty Analysis: NOT APPLICABLE

(8.) The investigation of causes and/or possible corrective actions still are underway 60 days after the end of the incident so an extension
is being requested (up to 60 days typically). Input a date only for initial and follow-up reports.

No (Yes/No) The followup report shall be submitted by:
Alternatively, HC Flaring RCFA reports may be submitted as part of Semi-annual Progress Reports (243).

(9.) Is(are) the completion of the implementation of corrective action(s) finalized at this time?

NA  (Yes/No/NA) If no, a corrective action completion report is required within 30 days of completion.

Certification (261

I certify under penalty of law that | have personally examined and am familiar with the information submitted herein and that I have
made a diligent inquiry of those individuals immediately responsible for obtaining the information and that to the best of my knowledge
and belief, the information submitted herewith is true, accurate, and complete. I am aware that there are significant penalties for
submitting false information, including the possibility of fine and imprisonment.”

Signed: M ./ "k_—- Date: 7/24/’ 7

Name: Donald C. Wilson Title: Vice President and General Manager

Submit copies to EPA, the applicable EPA regional office (242), and the applicable state agency (376).

NOTE: Prior to the NSPS compliance date for flaring devices, a single RCFA report may be prepared for HC Flaring Incidents with root
causes that routinely reoccur provided EPA and the appropriate Plaintiff-Intervener have been given prior notification. (244)
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From: Steiner, Cyntia

To: Nixon, Donald; Lawrence, Kathryn
Subject: FW: [Shared Post] EPA Demands Answers From Valero Months After Massive Benicia Refinery Outage
Date: Wednesday, August 23, 2017 2:33:07 PM

From: Basinger, David

Sent: Wednesday, August 23, 2017 2:09 PM

To: Steiner, Cyntia <Steiner.Cyntia@epa.gov>

Subject: FW: [Shared Post] EPA Demands Answers From Valero Months After Massive Benicia Refinery Outage

Should already have seen, but in case not...

From: Salazar, Matt

Sent: Wednesday, August 23, 2017 1:27 PM

To: Jones, Joel E. <Jones.Joel@epa.gov>; Basinger, David <Basinger.David@epa.gov>; Chew, Andrew
<Chew.Andrew@epa.gov>

Cc: Mintz, Tom <Mintz. Tom@epa.gov>

Subject: [Shared Post] EPA Demands Answers From Valero Months After Massive Benicia Refinery Outage

Hi all,

You are likely aware of this. FYI re CAA 112r. Please let me know if you have any questions.
Thank you,
Matt

From: KQED Wordpress Notifications [mailto:noreply@pantheon.kged.org]
Sent: Wednesday, August 23, 2017 1:25 PM

To: Salazar, Matt <Salazar.Matt@epa.gov>
Subject: [SPAM] [Shared Post] EPA Demands Answers From Valero Months After Massive Benicia Refinery
Outage

Matt (salazar.matt@epa.gov) thinks you may be interested in the following post:

EPA Demands Answers From Valero Months After Massive Benicia Refinery Outage

EPA Demands Answers From Valero Months After Massive Benicia Refinery Outage An 18-minute power outage
on May 5, 2017, at the Valero refinery in Benicia led to a prolonged episode of flaring during which 74,000 pounds
of sulfur dioxide was released into the air.

An 18-minute power outage on May 5, 2017, at the Valero refinery in Benicia led to a prolonged episode of flaring
during which 74,000 pounds of sulfur dioxide was released into the air. (California EPA) By Ted Goldberg August
23, 2017 Share

The Valero Energy Corporation is facing a deadline in the coming days to respond to questions from the U.S.
Environmental Protection Agency about power issues at its Benicia oil refinery several months after an outage shut
down the entire facility for weeks, leading to a major release of pollution.

The EPA wants detailed information about the outages that have led to flaring events at the refinery over the last
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three years, and it wants inspection records for all of the facility’s process units.

“EPA believes that much of the requested information is, or should be, readily available at the facility,” wrote
Enrique Manzanilla, director of the agency’s Pacific Southwest Superfund Division, in a letter obtained by KQED.

The agency has asked Valero to explain its policies on handling outages, its risk management program and its flare
system.

“The company may not withhold any information from EPA on the grounds that it is confidential business
information,” the July 27 letter states. The EPA says Valero is required to respond to the agency within 30 days of
receiving the letter.

The outage initially sent a huge plume of smoke into the air, prompting evacuation and shelter-in-place orders. It
would later lead to several local and state investigations, a multimillion-dollar lawsuit, a decrease in profits for
Valero and a push for more refinery oversight by the city of Benicia.

A Valero official says the company is working on providing answers to federal officials.

“We did receive the EPA request, and we intend to respond accordingly,” Lillian Riojas, a Valero spokesman, said
in an email.

The EPA’s demands seem to go against the image the Trump administration has established as less interested in
strong regulations on the fossil fuel industry.

“This letter is a bit surprising given that Trump’s EPA seems to be ignoring many public health issues to the delight
of just about every polluter in the country,” said Hollin Kretzmann, at the Center for Biological Diversity, in an
email. “The EPA must think Valero’s practices are especially concerning if it’s asking for this information.”

Still, he says the agency is not being aggressive enough. “This might be little more than a public relations exercise in
the face of increasingly high-profile pollution problems at Bay Area refineries,” Kretzmann said. “There’s no
assurance that any of this information gathering will lead to meaningful action.”

Daniel Kammen, a professor in the Energy and Resources Group at UC Berkeley who has long advocated for strong
solutions to climate change, says the EPA’s demand for information from one of the nation’s largest oil companies
in connection with a local emergency should be the kind of on-the-ground work the agency does, no matter who’s in
the White House.

“Actual workers at the EPA have to continue their jobs irrespective of political interference,” Kammen said.

If the EPA did not act on its federal mandate to react to Valero’s pollution release, it could be sued by environmental
groups, according to Anthony Wexler, director of the Air Quality Research Center at UC Davis.

“Despite (EPA Administrator Scott) Pruitt’s stance on climate and environment in general, in numerous decisions he
has shied away from taking actions that will certainly lose in court,” Wexler said.

The agency’s demands are part of a review of the refinery prompted by the May 5 outage, according to EPA
officials who declined to comment further on the agency’s letter to Valero.

They came a month after Valero filed a lawsuit against PG&E, blaming the utility for the power failure. The oil
giant is seeking in excess of $75 million for damage to refinery equipment and lost revenue it says was the result of
the shutdown that took place after PG&E “shut off all electricity” to the Benicia facility.

PG&E has said the power failure was triggered by an “inadvertent operation” to protect electrical circuits. It has
hired an engineering firm to review the cause. That company, Exponent, has yet to turn over a report to PG&E,
according to utility spokeswoman Deanna Contreras.

The refinery released more than 80,000 pounds of sulfur dioxide from flaring in the days and weeks after the outage.





In June, KQED revealed that the refinery released more than 74,000 pounds of the toxic gas during 14 days of
flaring after the outage, described as a “huge amount” by experts. That information came from a report the company
filed with state officials and was obtained through a California Public Records Act Request.

Valero filed a separate report with the California Office of Emergency Services last month that showed the refinery
released more than 8,200 pounds of sulfur dioxide on June 18 and 19.

The outage prompted several investigations, including one that revealed damage to part of the facility.

California’s Division of Occupational Safety and Health (Cal/OSHA) inspected the refinery after the power failure,
closed its investigation the same month and decided not to issue any violations afterward.

But the outage did damage one of the refinery’s flares, according to Cal/OSHA. “Attention was given to the South
Flare, due to damage on flare tips and the dump stack,” wrote Cal/OSHA safety engineer Sean Sasser in a notice
after the inspection.

The Bay Area Air Quality Management District issued several notices of violation against the company due to the
flaring in the days after the shutdown. Its investigation is ongoing, according to district spokesman Ralph Borrmann.

Solano County’s Department of Resource Management also launched a probe. That review is ongoing and is
expected to be completed in October, according to Terry Schmidtbauer, the department’s director.

Experts say the outage led to an increase in the state’s gasoline prices.

And the shutdown hurt Valero’s bottom line. Its lawsuit claimed that the company lost a “substantial amount of
profits.” The company’s second-quarter earnings, released last month, fell by more than 30 percent, apparently
because it took several weeks to get the refinery back online.

The outage has also prompted Benicia city leaders to consider increasing their oversight of the refinery and improve
how they communicate with residents about emergencies.

On the day of the shutdown, authorities imposed shelter-in-place evacuation orders for parts of the city, and at least
a dozen people sought medical treatment for breathing difficulties.

Explore: Environment, Health, Law and Justice, News, Politics and Government, Science, Benicia, Environmental
Protection Agency, EPA, Valero






From: Ted Goldberg

To: Nixon, Donald

Subject: KQED Question

Date: Friday, August 04, 2017 9:08:20 AM
Don:

It's Ted Goldberg at KQED in San Francisco.

Terry Schmidtbauer, an official in Solano County that's helping direct the county's investigation into the May 5
outage in Valero's Benicia refinery, suggested | contact you.

Is EPA launching a new investigation into this incident?
If so, when did it start?

Thanks,

Ted

KQED
415-553-8450
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From: Harris-Bishop. Rusty

To: Nixon. Donald; Lawrence, Kathryn; Meer, Daniel; Manzanilla, Enrique
Cc: Helmlinger, Andrew

Subject: KQED Story on Valero

Date: Friday, August 25, 2017 3:02:21 PM

Here is the story KQED ran on Valero. The reporter is still asking for the Valero response, which is
due to us on September 1, 2017.

benicia-refinery-outage/

Rusty
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Rusty Harris-Bishop * Communications Liaison ¢ Project Manager ¢ US Environmental Protection Agency
75 Hawthorne Street » San Francisco, CA ¢ 94105 ¢ 415.972.3140 * 415.694.8840 (c)



mailto:Harris-Bishop.Rusty@epa.gov

mailto:nixon.donald@epa.gov

mailto:Lawrence.Kathryn@epa.gov

mailto:Meer.Daniel@epa.gov

mailto:Manzanilla.Enrique@epa.gov

mailto:Helmlinger.Andrew@epa.gov

https://ww2.kqed.org/news/2017/08/23/epa-demands-answers-from-valero-months-after-massive-benicia-refinery-outage/

https://ww2.kqed.org/news/2017/08/23/epa-demands-answers-from-valero-months-after-massive-benicia-refinery-outage/




From: Lawrence, Kathryn

To: R9-SFD93

Subject: Power outages safety alert 2001

Date: Wednesday, August 16, 2017 12:16:08 PM
Attachments: power.pdf

ATT00001.txt

https://www.epa.gov/sites/production/files/2013-11/documents/power.pdf
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United States Office of Solid Waste EPA 550-F-01-010
Environmental Protection and Emergency Response September 2001
Agency (5104A) WWW.epa.gov/ceppo

Chemical Accidents from Electric
Power Outages

The Environmental Protection Agency (EPA) isissuing this Alert as part of its ongoing effort to protect human health and
the environment by preventing chemical accidents. EPA isstrivingtolearn the causes and contributing factors associ ated
with chemical accidents and to prevent their recurrence. Major chemical accidents cannot be prevented solely through
regulatory requirements. Rather, understanding the fundamental root causes, widely disseminating the lessons |earned,
and integrating these lessons learned into safe operations are also required. EPA publishes chemical safety Alerts to
increase awareness of possible hazards. It isimportant that facilities, SERCs, LEPCs, emergency responders, and others
review this information and take appropriate steps to minimize risk. This document does not substitute for EPA’s
regulations, nor isit aregulation itself. It cannot and does not impose legally binding requirements on EPA, states, or
the regulated community, and the measures it describes may not apply to aparticul ar situation based upon circumstances.

SEPA
CEPPW)

Chemical Safety

—
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This guidance does not represent final agency action and may change in the future, as appropriate.

Problem

Power outages and restarts could
potentially trigger a serious chemical
accident.

lectric power outagesareoften caused
E:;S/ lightning, highwind, or icestorms,
well as accidents at power plants
or transmission lines. Hot weather power
demands could trigger rolling blackouts.
Although planned rolling blackouts can
cause process shutdowns or upsets, they are
preferable to power system overloads and
failure, or to low voltage brownouts which
can be destructive to ectrical equipment.
The recent energy crisis in California
illustrates the aggravation caused by power
outages. Power interruptions at chemical
handling facilities are a particular concern
because of the possibility of a chemical
accident. Incident data from the National
Response Center (NRC) shows that during
2000 therewereabout 240 chemical releases
reported due to an eectric power
interruption; only a few were rdated to
planned rolling blackouts. A number of
redeases were associated with power
resumption and restart of operations (see
Table 1).

Accidents

One accident occurred when power was
interrupted and another during restart after
power resumption.

Gramercy, Louisiana, July 1999. This plant
converts bauxite to aluminain a series of steam-
heated pressurevessels. A lossof power stopped
all pumpsincluding thosethat circulated process
material through heat exchangers for cooling.
However, steam injection stayed on causing
temperatures and pressurestoincrease. Pressure
relief valves and piping were blocked or choked
with solid deposits hindering their ability to
rdieve theincreasing pressure. Several vessds
over-pressured and exploded. The force of the
explosion and release of highly corrosive caustic
material injured 29 employees and extensively
damaged the plant.

Several lessons can be learned from this
accident: Process operations must be evaluated
for the conseguences associated with a power
outage to ensure that the process reaches a safe
condition. In this case, if process flow and
cooling pumps arecritical to the safe state of the
process when dectric power is lost, then a
backup power supply or steam driven spare or
backup pumps should be evaluated. 1n addition,
interlocks that stop steam heating upon loss of
flow or cooling should be considered. Finally,
pressure relieving systems must be inspected

Chemical Emergency Preparedness and Prevention Office
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and maintained to ensure their ability to function as
intended.

Richmond, California, May 2001. This plant was
running normally when a truck struck a utility pole,
causing a power interruption and total plant shutdown.
Shortly thereafter, sulfur dioxide (SO,) and sulfur trioxide
(SO;) began to escape from a boiler exit flue. When
power was restored a short time later, a steam turbine that
is required to keep the boiler exit flue under negative
pressure could not be immediately restarted.
Troubleshooting revealed that an automatically controlled
governor valve had malfunctioned and the turbine was
restarted. During the time the turbine could not be
restarted, residents near the plant were instructed to
remain indoors. Around 50 to 100 individuals sought
medical attention following the release.

As above, equipment or procedures critical to safe
shutdown, continued operation, or restart conditions must
be identified, maintained, tested, and kept in a ready-to-
operate state. The plant installed backup power systems
to keep the steam turbine running through a power outage.
Inaddition, preventative maintenance on the steam turbine
valves has been enhanced to ensure that these valves
operate properly when needed.

Table 1. Some chemical release causes reported
to the NRC during 2000:

* Fueling pump automatically restarted when
interrupted power was restored,;

» Power outage during product transfer caused
tank and secondary containment overflow;

» Power outage to computer control system during
startup caused release from pressure relief;

« Utility company’s hot weather power reduction
caused plant’s excessive flaring;

 Power loss caused shutdown and valves did not
close;

» Scheduled power outage caused flaring; and
 Power outage caused shutdown of pollution
control device and release of material.

Hazard ldentification

Find potential weak spots early or ultimately they will
find you!

When power is lost for any reason, pumps stop pumping,
compressors stop running, stirrers quit mixing, lights go
out, and instruments and controls may malfunction.
These equipment outages may lead to tank overflows,
runaway chemical reactions, temperature or pressure
increases or decreases, all of which could lead to a spill,
explosion, or fire. Even if there is no immediate release,
there may be a delayed reaction caused by thermal shock
or other factors that can compromise equipment
mechanical integrity during subsequent operation. When
power is restored even after a brief interruption, some
equipment may automatically restart before process
operations are ready while others may need to be reset and
manually restarted.

The first task is to identify and rank the process
operations or equipment that pose the most serious
potential for fire, explosion, or hazardous material release
in the event of utility interruption. A good tool that can
help identify and rank critical equipment and the
consequences to the process upon loss of power is a
formal process hazard analysis (PHA) within a sound
process safety management system (PSM). For example,
the Hazard and Operability (HazOp) or What-If analysis
techniques coupled with good employee participation is a
particularly strong combination for identifying hazards
and failure mechanisms associated with power failure and
restart. These tools and approaches can help you create
a list of process equipment (pumps, valves, instruments)
and to note exactly what happens to each device when
power fails or is restored. Don't forget to include
equipment that may be indirectly affected; for example,
pneumatic devices that quit when air pressure falls
because an electric-powered compressor stops.
Equipment should “fail-safe;” in other words, when
electric power or another utility (e.g. air or water) is lost,
the equipment and process should come to a safe
condition. And when power is restored, devices should
keep the process in a safe condition until it is ready to
resume normal operations. Table 2 shows an example list
of some devices and possible fail-safe and restored states.

Be sure to consider power dips, brief interruptions, and
losses to only some equipment in your hazard evaluation

Chemical Emergency Preparedness and Prevention Office
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as unexpected and unusual circumstances may occur. For
example, some equipment may continue operating while
others trip out.

Most chemical facility operators have developed sound
contingency plans for responding to various types of plant
utility interruptions, including electric power outages.
After a power failure is over, evaluate how the process
equipment and people responded to the situation to
identify hazards and potential negative consequences that
were not previously recognized. In some cases the type
and magnitude of the disruption that occurred when power
was interrupted was not fully anticipated. In other cases
the problem was caused by adverse actions that took place
when power was restored. Power failure contingency
plans should be regularly reviewed, updated and tested.

Table 2
Sample Equipment List and Fail-Safe Modes
Status When | When Power is
Device Power Fails: | Restored:
Reactor Feed Off Off - manual
Pump restart
Reactor Steam Closed Closed until
Heat Valve reset
Cooling Water Full open Open per temp.
Feed Valve control
Reactor Vent Full open Open per
Valve pressure control
Reactor Mixer Off Off - manual
restart
Transfer Pump | Off Off - manual
restart

Problem Reduction

What actions should be taken to help neutralize the
impact of the hazards identified above?

Using the results of the hazard evaluation, make sure that
all process operations and equipment will reach a fail-safe
mode upon loss of power. Make sure that devices you
expect to operate upon loss of power are inspected,
maintained, and tested as part of your equipment

preventative maintenance program. And make sure that
operating procedures and training address these hazards.
Prepare plans and checklists and consider backup power
systems to maintain critical services as described below.

Other actions that should be taken to prevent, prepare for,
and respond to chemical emergencies triggered by power
failure and resumption can be addressed by four
categories: (1) preparing for an emergency forced
shutdown such as with a rolling blackout or an
approaching electrical storm; (2) preparing for immediate
actions from an unexpected power loss; (3) restarting
when power is restored; and (4) equipment to enhance
continuity of critical services.

1. Emergency Forced Shutdown. Sometimes there may
be a warning or brief notification, perhaps only a few
minutes, that a rolling blackout or other outage (steam,
instrument air, cooling water) is about to occur. Many
companies have developed an Emergency Forced
Shutdown Plan (EFSDP). This Plan addresses only those
priority actions that need to be taken immediately if a
power outage is imminent. The objective is to make the
best use of the short time available to bring the plant to a
safe shutdown condition and avoid unnecessary upsets
that may be driven by a loss of power. The Plan should
also address follow-up steps that could be taken if time
permits and further steps to secure the unit or process
after the outage. Finally, the Plan should also include
“load shedding” steps to shut down less important
operations, and thus conserve power, steam, cooling
water, or instrument air for the most critical operations.
This Plan should be well thought out, reviewed with all
involved employees, and periodically tested.

2. Power Outage: Immediate Action Steps. As
described above, when power dips or is interrupted
unexpectedly, equipment should reach a fail-safe
condition as specified and designed by you as a result of
your hazard evaluation. Consider developing a checklist
or other tools for employees to use to ensure that safe
conditions are reached. As described above, the checklist
might show the fail-safe mode for critical equipment and
steps such as closing valves in reactor feed lines or fuel
supplies to fired heaters, starting auxiliary power
generators, and switching to steam or diesel driven backup
pumps or compressors for critical services. In addition,
steps need to be taken to ensure that there isn’t an
unintended action when power is restored and to get ready
for restart. Table 3 shows some lists of equipment and
other checks that may need to be performed after a power
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outage.

Immediately following a brief interruption, there may be
a strong desire to quickly get the process back on-line.
Rushing to put a unit, process, or certain equipment back
on-line may compound problems associated with the
outage as described below.

3. Restarting When Power is Restored. When power
is restored, there are a number of steps that should be
taken to ensure the process (1) remains in a safe mode and
(2) it is ready to return to operation. Also, if the process
remained on-line using backup systems, it must be
returned to normal operation. As mentioned above,
facilities may want to develop plans, procedures, and
checklists for restarts or restoring backup services.

Since power outages are often very short, consider
developing preplanned warmrestart procedures for certain
units, processes or equipment. A warm restart procedure
addresses the unique circumstances that might arise if a
unit is not completely shutdown before power is restored
and the unit restarted.

Be sure that other necessary support utilities (steam,
instrument air, cooling water, flare gas system, fire
fighting systems, etc.) have been returned to service and
are fully operational before restarting operations.

Caution: After a very brief outage, there may be a
temptation to quickly restart certain process operations
to avoid the hassle of warm restart or complete
shutdown and restart procedures. Explosions and
accidental releases have occurred when, for example,
fired heatersand fur naceswer erestarted without proper
purges or following all prescribed safety steps. Some
equi pment must be brought compl etely down and purged,
then put back into service following prescribed steps.
The warm restart procedure must address the process
equipment that must first be stabilized and checked out
before restarting, even for a brief outage.

4. Continuity of Critical Services. As described above
in the Hazard lIdentification section, if there is critical
equipment that needs to operate to ensure the safe state of
the process or work area, facilities should install backup
power supplies and services. Services such as emergency
pumps, lighting, alarms, and instruments and controls,
particularly computer operated distributed control systems

Table 3. Sample Check Lists of steps that may
need to be performed following a Power Outage:

v’ List manually operated switches that may need
to be moved to the *off” position;

v List valves that need to be checked for proper
position;

v List utilities such as steam, instrument air,
nitrogen blanketing, cooling water, flare system,
fuel system, radio telephone, pager
communications, etc. that need to be verified for
operability;

v/ Check backup power generators, fire fighting
systems, and other emergency response equipment
for operability;

v Verify feedstock inventory and availability of
product storage free space;

v List instrument controls, alarms, detection
devices, automatic shutdown or trip out devices that
must be reset or have operability verified;

v List automatic startup power consuming
equipment that should be shut down for safety and
to minimize load demand when powver is restored;
and

v/ List upstream and downstream and other affected
parties to be notified of shutdown.

(DCS) may need to operate using backup power
generators or uninterrupted power supplies (UPS). Steam
or diesel driven pumps should be considered to maintain
critical flows while a process is shutting down or
otherwise dealing with the power outage. And as with all
critical equipment and procedures, they should be
maintained, tested, and verified for operation regularly.

Caution: Backup power generatorsmust be selected and
installed by a qualified electric service contractors or
facility personnel. It is particularly important to avoid
improper switching which can lead to power being fed
back into the regular power system. This feedback can
cause equipment damage and injury. The utility
company should be notified of the installation of any
backup generators.

Recent experiences at large, well established organizations
as well as small and medium size operations have verified
that a greater awareness of the hazards of power failure
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and restart is necessary, especially with thunderstorms
and greater electricity demands in hot weather or ice
storms in freezing weather. Facilities should re-examine
and ensure that all hazards are identified and addressed
and that equipment, procedures and staff are developed,
maintained, and ready so that chemical accidents are
prevented and those that do occur are mitigated.

Education
Resour ces

and Training

Here are some useful resources for additional information
on power failure and backup power:

Recommended Practice for Emergency and Standby
Power Systems for Industry and Commercial
Applications.

The Institute of Electrical and Electronics Engineers,
Inc., (IEEE).

IEEE Operations Center

445 Hoes Lane, P.O. Box 1331

Piscataway, New Jersey 08855-1331 USA

732 981 0060

Fax: 732981 1721

http://www.ieee.org

Caterpillar Alban Engine Power Systems

Describes capacity ranges of portable power generating
equipment and some typical applications.

http://www.dcat.com

National Fire Protection Association (NFPA)
codes include:

NFPA 70 - National Electric Code (latest edition)
NFPA 1600 - Disaster Management (latest edition)

National Fire Protection Association
1 Batterymarch Park

P.O. Box 9101

Quincy, MA 02269-9101
617-770-3000

Customer Service: 800-344-3555
http://www.nfpa.org

Occupational Safety and Health Administration
(OSHA)

Process Safety Management (PSM)
202-219-6151

http://www.osha.gov

Mine Safety and Health Administration (MSHA)
Kaiser Aluminum accident investigation report,
including photographs, Gramercy Works Alumina
Plant Explosion, July 5, 1999.
http://www.mhsa.gov

For More Information...

Contact EPA’s Emergency Planning and
Community Right-to-Know Hotline

(800) 424-9346 or (703) 412-9810
TDD (800) 553-7672

Monday-Friday, 9 AM to 6 PM, Eastern Time
1244

Visit The CEPPO Home Page:
http://www.epa.gov/ceppo/

NOTICE

The statements in this document are intended solely as guidance. This document does not substitute for
EPA's or other agency regulations, nor is it a regulation itself. Site-specific application of the guidance
may vary depending on process activities, and may not apply to a given situation. EPA may revoke,
modify, or suspend this guidance in the future, as appropriate.
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Sent from my iPad





From: Huitric, Michele

To: Nixon. Donald; Harris-Bishop, Rusty

Cc: Lawrence, Kathryn; Allen, HarrylL; Meer, Daniel; Steiner, Cyntia
Subject: RE: KQED Question

Date: Friday, August 04, 2017 10:48:18 AM

Hi Don,

Thank you for forwarding this. I will contact the reporter and get more details about the request.

Best,
Michele

From: Nixon, Donald

Sent: Friday, August 04, 2017 10:47 AM

To: Huitric, Michele <Huitric.Michele@epa.gov>; Harris-Bishop, Rusty <Harris-Bishop.Rusty@epa.gov>

Cc: Lawrence, Kathryn <Lawrence.Kathryn@epa.gov>; Allen, HarryL <Allen.HarryL @epa.gov>; Meer, Daniel
<Meer.Daniel@epa.gov>; Steiner, Cyntia <Steiner.Cyntia@epa.gov>

Subject: FW: KQED Question

Hi Michele and Rusty;

| understand that either of you are the people to contact regarding addressing media requests or answering their
question (see email below).

If I should forward this to someone else, please let me know.

Thank you,

Don Nixon, CHMM, CSP

Chemical Accident Prevention Program

EPA Region 1X, SFD-9-3, Superfund Division Emergency Prevention & Preparedness Section
75 Hawthorne Street

San Francisco, CA 94105
415-972-3123

From: Ted Goldberg [mailto:tgoldberg@KQED.org]
Sent: Friday, August 04, 2017 9:07 AM

To: Nixon, Donald <Nixon.Donald@epa.gov>
Subject: KQED Question
Don:

It's Ted Goldberg at KQED in San Francisco.

Terry Schmidtbauer, an official in Solano County that's helping direct the county's investigation into the May 5
outage in Valero's Benicia refinery, suggested | contact you.

Is EPA launching a new investigation into this incident?

If so, when did it start?
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Thanks,

Ted
KQED
415-553-8450






From: Steiner, Cyntia

To: Nixon, Donald; Lawrence, Kathryn
Cc: Allen, HarryL

Subject: RE: KQED Question

Date: Friday, August 04, 2017 10:37:18 AM

FYI - At our level, we never respond directly to reporters unless we are given permission/direction of

OPA/magrs, etc.

| have not this happen while in SF so don’t know the exact process, but typically in addition to
alerting management as you did, you should alert R9 OPA (office of public affairs) and our SF
communications liaison regarding inquiries from reporters.

Here is information from our R9 intranet page on these contacts.

Media Relations

In addition to planning outreach, if you receive a call from a reporter, please contact the
appropriate press officer immediately. (Email is often the quickest way to reach them.)

Geographic Beat Lead

Southern California Nahal Mogharabi

Central California
espariol)

Northern California Michelle Huitric

Arizona/Nevada Margot
Perez-Sullivan

Hawaii/Pacific Islands Dean Higuchi

Manager Bill Keener

Soledad Calvino (en

Contact Info

(213) 244-1815
mogharabi.nahal@epa.gov
(415) 972-3512
calvino.maria@epa.gov
(415) 972-3165
huitric.michele@epa.gov
(415) 947-4149
perezsullivan.margot@epa.gov
(808) 541-2711
higuchi.dean@epa.gov

(415) 972-3940
keener.bill@epa.gov

You should probably also reach out to Rusty ..
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Communication Liaisons

Divisional Communication Liaisons work closely with OPA and program staff and management to
facilitate planning for your division's external communications. Be sure to include your divisional
liaison in any communication planning.

Air Niloufar Nazmi (415) 972-3684
nazmi.niloufar@epa.gov
Water Paul F. Amato (415) 972-3847
amato.paul@epa.gov
Land Timonie Hood (415) 972-3282
hood.timonie@epa.gov
Scott Stoliman (415) 972-3729
stollman.scott@epa.gov
Superfund Rusty Harris-Bishop (415) 972-3140
harris-bishop.rusty@epa.gov
Enforcement Kristine Karlson (415) 972-4297
karlson.kristine@epa.gov
EMD Michelle Angelich (415) 972-3016
angelich.michelle@epa.gov
ORC Marie Rongone (415) 972-3891
rongone.marie@epa.gov
Kara Christenson (415) 972-3881

christenson.kara@epa.gov

————— Ori;gi.nal Mes:éége—————

From: Nixon, Donald

Sent: Friday, August 04, 2017 10:21 AM

To: Lawrence, Kathryn <Lawrence.Kathryn@epa.gov>

Cc: Steiner, Cyntia <Steiner.Cyntia@epa.gov>; Allen, HarryL <Allen.HarryL@epa.gov>
Subject: FW: KQED Question

Kay;

Do we have a policy/procedure/person who deals with press questions, or can | simply answer that
we are asking questions?

Thanks,

Don

From: Ted Goldberg [mailto:tgoldberg@KQED.org]
Sent: Friday, August 04, 2017 9:07 AM

To: Nixon, Donald <Nixon.Donald@epa.gov>
Subject: KQED Question

Don:
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It's Ted Goldberg at KQED in San Francisco.

Terry Schmidtbauer, an official in Solano County that's helping direct the county's investigation into
the May 5 outage in Valero's Benicia refinery, suggested | contact you.

Is EPA launching a new investigation into this incident?
If so, when did it start?

Thanks,

Ted

KQED
415-553-8450






From: Chris Crowley

To: Nixon, Donald

Cc: John Swanson; Ron Pilkington; Helmlinger, Andrew
Subject: RE: Valero Benicia Refinery Request for Information
Date: Wednesday, August 09, 2017 10:02:40 AM

Hi Don,

| am the lead inspector at the Valero Refinery in Benicia and wanted to follow up with you on the
information request you submitted below. Let me know if and when you are planning on visiting the
facility so | can plan accordingly. | will be going on parental leave here soon but should be back mid
to late September. If you plan on visiting while | am out, my colleague John Swanson can assist in my
absence.

Let me know if you need anything in the meantime.
Regards,

Chris Crowley

Air Quality Inspector

Compliance & Enforcement Division

The Bay Area Air Quality Management District
375 Beale Street, Suite 600

San Francisco, CA 94105

Ph: 415-749-8710/Fax: 415-928-0338
WEBSITE: www.baagmd.gov

The Air District has Moved!
Please note our new address:

The Bay Area Air Quality Management District
375 Beale Street, Suite 600

San Francisco, CA 94105

From: Nixon, Donald [mailto:Nixon.Donald@epa.gov]
Sent: Friday, July 28, 2017 10:17 AM

To: donald.wilson@valero.com

Cc: elizabeth.crowley@Valero.com; La Place, Colby S. <CSlLaPlace@SolanoCounty.com>; Mr. Clyde
Trombettas <ctrombettas@dir.ca.gov>; Wayne Kino <wkino@baagmd.gov>;

jlydon@ci.benicia.ca.us; Helmlinger, Andrew <Helmlinger.Andrew @epa.gov>
Subject: Valero Benicia Refinery Request for Information

Mr. Wilson;

Please see attached letter. Please contact me if you have any questions.

Thank you,

Don Nixon, CHMM, CSP
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Chemical Accident Prevention Program

EPA Region IX, SFD-9-3, Superfund Division
Emergency Prevention & Preparedness Section
75 Hawthorne Street

San Francisco, CA 94105

415-972-3123






From: La Place, Colby S.

To: Nixon, Donald
Subject: Read: Valero Benicia Refinery Request for Information
Date: Wednesday, August 02, 2017 5:14:05 PM

Your message
To:
Subject: Valero Benicia Refinery Request for Information
Sent: Thursday, August 3, 2017 12:14:04 AM (UTC+00:00) Monrovia, Reykjavik
was read on Thursday, August 3, 2017 12:12:58 AM (UTC+00:00) Monrovia, Reykjavik.
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